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Abstract The $t_S-t_P$ earthquake early warning algorithm measures the energy of the $P$-wave coda on the vertical component in the $t_S-t_P$ period to make a magnitude threshold estimation. The algorithm is based on two parameters: the logarithm of the peak ground acceleration, $\log(a(t_S-t_P))$, and the logarithmic cumulative acceleration $SA(t_S-t_P)$. The model is built using a learning algorithm that iteratively parameterizes the linear fit of $\log(a(t_S-t_P))$ and $SA(t_S-t_P)$ to $M_w$ in segments. Training datasets were based on 324 accelerograms from 101 earthquakes ($4.8 \leq M_w \leq 8.1$) in the Mexican subduction zone from 1985 to 2013. The algorithm is supervised to avoid outliers in the data. The process results in a family of linear equations parameterizing the observations to magnitude $m(t_S-t_P)$ calibrated to the observed $M_w$. The algorithm was successfully tested using a dataset of 28 earthquakes in the Mexican subduction zone, from 2014 to 2017. The performance of $t_S-t_P$ algorithm was tested as a warning tool using 89 earthquakes in the Mexican subduction zone from 1985 to 2017, that met the criterion of having at least two stations within 70 km from the epicenter. The results show that 79 were correctly screened. The magnitude of six events was overestimated and four were underestimated. These earthquakes had an unfavorable station distribution. The $M_w 6$ South Napa, California, earthquake of 24 August 2014 was used also as a test case. The two closest stations identified it as $M_w \geq 5.8$ within 2 s after the arrival of the $P$ phase. This resulted in a lead time of 10 s in Berkeley and 12 s in San Francisco, prior to the arrival of the $S$ waves. Thus, the $t_S-t_P$ algorithm proves to be a reliable tool for seismic early warning where hypocenters are close to the target cities.

Electronic Supplement: Earthquake catalog and table showing performance evaluation of the $t_S-t_P$ algorithm.

Introduction

Since its inception in 1991, the Mexican Seismic Alert System (SASMEX) was designed to cover the southeastern Guerrero seismic gap. At the time, the gap was considered potentially capable of generating a great $M_w > 8$ earthquake (McCann et al., 1979; Singh et al., 1981). The original goal of the system was to warn the population of Mexico City of an impending earthquake, similar to the destructive 19 September 1985 earthquake (Espinosa-Armanda et al., 1995). Although the 1985 earthquake took place about 350 km from Mexico City, it produced a large loss of life and unprecedented material damage (e.g., Rosenblueth, 1986; Esteva, 1988). The soft and highly saturated soils, remnant of the pre-Columbian lake on which the city was built, were responsible for the large accelerations and the long duration of the strong motion of the ground. Therefore, Mexico City presented a unique opportunity to develop a seismic early warning system. If earthquakes are correctly identified and their magnitude calibrated, the distance of $\sim 350-400$ km from the subduction zone provides an enviable warning time of $\sim 60$ s before the strong shaking begins. No other city in the world offers this advantage to implement a seismic early warning system.

SASMEX has grown to 97 dedicated strong-motion stations covering the subduction zone, with an average spacing of $\sim 25$ km (Fig. 1). Additional seismic stations are located inland to monitor the in-slab earthquakes that occur within the subducted Cocos plate (Cuéllar et al., 2014). The original algorithm used by SASMEX to issue early seismic warnings to Mexico City is based on the growth of seismic energy in twice the observed $t_S-t_P$ time. The $2(t_S-t_P)$ algorithm was
stations that the magnitude threshold is exceeded to issue an alert.

Description of the \( t_S-t_P \) Algorithm

Detection of the \( P \) and \( S \) Waves

The detection process of the \( P \) and \( S \) phases uses the three orthogonal components of the strong-motion data, running in parallel to the average square input (Allen, 1978) and vertical-to-horizontal (Nakamura, 1996) algorithms. The real-time detection procedure was described in detail for the \( 2(t_S-t_P) \) algorithm (Cuéllar et al., 2017). The phase detection process takes into account empirical criteria that correct for site effects and for the characteristics of the seismic instrumentation (Cuéllar et al., 2017). In cases where the seismic station detects abnormally high background noise, the algorithm recalibrates its operational parameters. In the case of persistent levels of high noise, the seismic station is temporarily taken out of the detection process until the background seismic noise returns to the predefined level.

Estimation of Parameters \( \max(a(t_S-t_P)) \) and \( \text{SA}(t_S-t_P) \)

The algorithm uses the vertical component of three orthogonal component accelerograms. The energy in the \( t_S-t_P \) time window is composed essentially of the \( P \) wave and its coda. The parameter \( \max(a(t_S-t_P)) \) is the logarithm of the maximum value of the quadratic acceleration of the vertical channel within the \( t_S-t_P \) interval (equation 1). The parameter \( \text{SA}(t_S-t_P) \) is the sum of the logarithmic cumulative quadratic acceleration of the vertical channel observed within the same interval (equation 2). The algorithm terminates with the detection of the \( S \) wave and proceeds to estimate the corresponding seismic magnitude threshold.

\[
\max(a(t_S-t_P)) = \log_{10}[\max(a(i)^2)]_{i=t_S}^{t_P} \tag{1}
\]

\[
\text{SA}(t_S-t_P) = \log_{10} \left( \sum_{i=t_P}^{t_S} a(i)^2 \right) \tag{2}
\]

in which \( a(i) \) are the acceleration values on the vertical channel of the triaxial accelerometer and \( i \) is the sample number starting from the \( P \) wave and ending with the detection of the \( S \) wave.

Correlation between \( M_w \) and \( \max(a(t_S-t_P)) \) and \( \text{SA}(t_S-t_P) \)

To explore the correlation between the magnitude \( M_w \) of earthquakes in the Mexican subduction zone and parameters
max(a(t₅−tₚ)) and SA(t₅−tₚ), data were collected from the following catalogs: the Mexican Seismological Service (SSN), the Global Centroid Moment Tensor (CMT) (Dziewonski et al., 1981, 1999; Ekström et al., 2012), the strong-motion data recorded by the Instituto de Ingeniería, Universidad Nacional Autónoma de México (Pérez-Yañez et al., 2012), and the SASMEX network, operated by the Centro de Instrumentación y Registro Sísmico. A selection criteria were applied as follows:

- A1: earthquakes reported in the Mexican subduction zone in the SSN catalog with focal depths <40 km;
- A2: earthquakes of magnitude M_w > 4.8, as reported by the CMT catalog; and
- A3: accelerograms with clear recordings of both P and S waves.

A total of 1114 acceleration records were selected. In some cases, the accelerograms show very low accelerations that are close to the self-noise of the instruments. The resolution of the majority of the early strong-motion SASMEX instruments was 10 or 12 bits. In those cases, the noise level of the seismic acceleration recordings is at least ±1.0 or ±0.5 cm/s², respectively. To be well above the noise level, only acceleration records with values > 4 cm/s² in the t₅−tₚ time window were utilized. This value of acceleration corresponds to max(a(t₅−tₚ)) > log₁₀(4²). More recently, the instruments have higher dynamic ranges using 16 or 24 bit digitizers; the threshold criteria would be also acceptable in these cases.

The strong-motion records were grouped in two: one where max(a(t₅−tₚ)) > log₁₀(4²) and the other with max(a(t₅−tₚ)) ≤ log₁₀(4²). The cumulative number of these two groups of accelerograms was plotted relative to the epicentral distance and to the t₅−tₚ time (Fig. 2). In the case of records with large t₅−tₚ times, the cumulative distribution for max(a(t₅−tₚ)) > log₁₀(4²) decreases. In contrast, max(a(t₅−tₚ)) ≤ log₁₀(4²) increases as a function of time (Fig. 2). We propose using the intersection of these curves to empirically define a criterion of when the acceleration records are above the noise level in the t₅−tₚ time. The intersection of these curves corresponds to epicentral distances of ~70 km and t₅−tₚ ~ 7 s.

Based on these results, the accelerograms selected had to meet the following criteria:

- B1: acceleration values in the vertical channel a > 4 cm/s² during the t₅−tₚ time;
- B2: epicentral distances of < 70 km to the strong-motion site; and
- B3: acceleration records with t₅−tₚ < 7 s.

From the initial dataset of 1114 acceleration records, only 400 accelerograms recorded from 129 earthquakes ranging in magnitude from 4.8 ≤ M_w ≤ 8.1 met these criteria (Fig. 3 and Table S1, available in the electronic supplement to this article). These 400 accelerograms are divided into two sets: the first 324 are used as training data to develop the algorithm, and the other 76 strong-motion records are used as test data.

Max(a(t₅−tₚ)) and SA(t₅−tₚ) were computed for the selected dataset of 400 acceleration records and plotted against the reported magnitude M_w. The correlation between max(a(t₅−tₚ)) and M_w is r = 0.40. In the case of the
cumulative acceleration $SA(t_S-t_P)$, the correlation coefficient with magnitude is $r = 0.50$ (Fig. 4). The correlation between $\max(a(t_S-t_P))$ and $SA(t_S-t_P)$ is $r = 0.88$, indicating that these two parameters are not completely independent.

Although the plot of $\max(a(t_S-t_P))$ versus $M_w$ indicates that there is a linear correlation between these two parameters, there are several outliers, particularly in the case of large earthquakes $M_w > \sim 7$ (Fig. 4a). The maximum acceleration of the ground observed in the near field in the first few seconds does not reflect necessarily the resulting magnitude of the earthquake. A case in point is the 19 September 1985 earthquake ($M_w 8.1$) (Fig. 4a and Table S2). The low acceleration observed in station CALE was attributed to the fact that the nucleation of the 1985 earthquake was located immediately beneath that station (Mendez and Anderson, 1991).

The correlation between $SA(t_S-t_P)$ versus $M_w$ shows an asymptotic growth. As in the case of $\max(a(t_S-t_P))$, the cumulative acceleration shows the presence of outliers, corresponding to earthquakes $M_w > \sim 7$. In some cases, outliers are due to earthquakes where the directivity of the seismic energy is radiated away from the recording seismic stations. For example, in the case of the 1995 Copala earthquake ($M_w 7.3$), the seismic energy radiated away from the closest stations (Anderson et al., 1995). As a result, the values of $SA(t_S-t_P)$ and $\max(a(t_S-t_P))$ at stations GR11, COPL, GR10, and GR09 were low at short epicentral distances for this large magnitude earthquake (Fig. 4 and Table S2).

Calibration of Magnitude Based on $\max(a(t_S-t_P))$ and $SA(t_S-t_P)$

The correlation of parameters $\max(a(t_S-t_P))$ and $SA(t_S-t_P)$ with $M_w$ suggests the possibility to build an algorithm relating the magnitude and the acceleration observed in the $P$-wave coda (Fig. 4). To this end, we use a training set of 324 accelerograms corresponding to 101 earthquakes occurring from 1985 to 2013 that meet the selection criteria described above (Table S1).

The relationships between magnitude and the parameters reflecting the energy released are estimated by a learning machine algorithm exemplified in Figure 5. The input data to the learning machine is vector $[\tilde{x}_j, \tilde{y}_j]$, in which $\tilde{x}_j = (SA(t_S-t_P), \max(a(t_S-t_P)))$, formed from the 324 acceleration records, and $\tilde{y}_j$ is the target data: $\tilde{y}_j = M_{w_j}$. Before it is introduced into the learning machine process, the data are ordered so that $SA(t_S-t_P)_j < SA(t_S-t_P)_{j+1}$. The process solves the overdetermined set of equations $\log_{10} M_w = aSA(t_S-t_P)_j + \beta \max(a(t_S-t_P))_j$.

Considering that the cumulative energy released $SA(t_S-t_P)$ behaves in an asymptotic manner, the process is...
Lineralized in \( m \) sections of the curve, in which for each section \( k \), the system of equations is solved with the \( (r(k) - r(k-1)) \) elements, in which \( r(k) \) represents the position of the ordered input data and its value corresponds to \( [\tilde{x}_j, \tilde{y}_j] \) (Fig. 5). The solution to the overdetermined set of equations determines the value of coefficients \( \alpha_k, \beta_k \) and the error in the linear fit of the \( k \)th segment. Error\(_k\) is the mean absolute error \( |M_{ek} - Y_{ek}| \); in which \( M_{ek} \) is the reported magnitude and \( Y_{ek} \) is the resulting magnitude of the inversion process in section \( k \).

The process starts by building a solution to the first segment \( k = 1 \). When the error for that segment is \( \text{Error}_k < \text{tolerance} \), the process recycles, adds the next data point \( [\tilde{x}_{j+1}, \tilde{y}_{j+1}] \), and again solves the overdetermined set of equations (Fig. 5). This iterative process continues until \( \text{Error}_k > \text{tolerance} \). After several tests, we settled for an error tolerance of 5% in the least-squares fit for each segment. At that point, the algorithm moves on to solve the next section \( k + 1 \) and sets the upper bound \( \gamma \) of section \( k \), as \( \gamma_k = \log_{10}(0.5(10^{SA(t_{5-t_P})} + 10^{SA(t_{5-t_P})})) \). Thus, the last data point in section \( k \) is the \( j \)th term \( [\tilde{x}_j, \tilde{y}_j] \). Subsequently, the first data point in section \( k + 1 \) will be the \( j + 1 \)th item \( [\tilde{x}_{j+1}, \tilde{y}_{j+1}] \).

The correlations between \( SA(t_{5-t_P}) \) and \( \max(a(t_{5-t_P})) \) with \( M_w \) show that the accelerograms of large magnitude earthquakes in the near field often exhibit relatively low values of peak ground acceleration and cumulative energy (Fig. 4). These outliers introduce a nonlinear behavior and increase the value of \( \text{Error}_k \). Thus, the inversion process is supervised at each iteration. If a data point \( [\tilde{x}_j, \tilde{y}_j] \) is identified as a clear outlier in model \( k \), the data point is manually eliminated by an active supervision of the learning algorithm (Fig. 5).

The resulting \( t_{5-t_P} \) algorithm, based on the 324 training acceleration records, is defined by nine linear equations that empirically relate \( \max(a(t_{5-t_P})) \) and \( SA(t_{5-t_P}) \) with \( m(t_{5-t_P}) \) through coefficients \( \alpha_k \) and \( \beta_k \) in the \( m \) sections of the process. As a result, these nine models are grouped in a family of linear equation parameterized by the \( \gamma \)-values:

\[
\begin{align*}
\frac{(10^{SA(t_{5-t_P})})}{10} \times (10^{\max(a(t_{5-t_P}))}) \beta_0 & = \text{if } SA(t_{5-t_P}) > \gamma_1, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_2, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_3, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_4, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_5, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_6, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_7, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_8, \\
(10^{SA(t_{5-t_P})}) \beta_0 & = (10^{\max(a(t_{5-t_P}))}) \beta_0 & \text{if } SA(t_{5-t_P}) > \gamma_9 \\
\end{align*}
\]

in which

\[
\begin{align*}
\alpha_1 &= 23.570 \times 10^2, & \beta_1 &= -29.573 \times 10^3, & \gamma_1 &= 3.230, \\
\alpha_2 &= 23.556 \times 10^2, & \beta_2 &= -56.052 \times 10^3, & \gamma_2 &= 3.380, \\
\alpha_3 &= 21.214 \times 10^2, & \beta_3 &= -33.404 \times 10^3, & \gamma_3 &= 3.690, \\
\alpha_4 &= 21.214 \times 10^2, & \beta_4 &= -44.066 \times 10^3, & \gamma_4 &= 4.016, \\
\alpha_5 &= 18.176 \times 10^2, & \beta_5 &= -8.438 \times 10^3, & \gamma_5 &= 4.149, \\
\alpha_6 &= 21.492 \times 10^2, & \beta_6 &= -73.543 \times 10^3, & \gamma_6 &= 4.278, \\
\alpha_7 &= 22.792 \times 10^2, & \beta_7 &= -102.763 \times 10^3, & \gamma_7 &= 4.637, \\
\alpha_8 &= 10.767 \times 10^2, & \beta_8 &= -47.098 \times 10^3, & \gamma_8 &= 5.394, \\
\alpha_9 &= 18.743 \times 10^2, & \beta_9 &= -62.704 \times 10^3, & \gamma_9 &= 5.609. \\
\end{align*}
\]

Based on expressions (4) and (5), described below, the mean absolute error and its standard deviation are estimated:
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The estimated magnitude $m(t_S-t_P)$ plotted versus the observed $M_w$ of 324 strong-motion records of 101 earthquakes $M_w < 4.8$ recorded from 1985 to 2013 in the Mexican subduction zone.

$$m_{\text{error}} = \frac{1}{N} \sum_{j=1}^{N} |M_{w,j} - m(t_S-t_P)_j|$$

$$\sigma_{\text{error}} = \left( \frac{1}{N} \sum_{j=1}^{N} (m(t_S-t_P)_j - m_{\text{error}})^2 \right)^{1/2}.$$  

The mean absolute error of the estimated magnitude of the 324 accelerograms corresponding to the training set was $m_{\text{error}} = 0.32$, with a standard deviation of $\sigma_{\text{error}} = 0.30$. This mean absolute error in magnitude is within the tolerance accepted in the algorithm training process. Assuming an error tolerance in magnitude of $\pm 0.5$ and $\pm 1.0$ as considered in Japan (Hoshiba et al., 2008), the algorithm accurately predicts the magnitude with a success rate of 85% and 96%, respectively. The results of the proposed algorithm, comparing the estimated magnitude $m(t_S-t_P)$ versus the catalog $M_w$, is shown in Figure 6.

Magnitude Estimation $m(t_S-t_P)$ on Independent Test Data from 2014 to 2017

To test the resulting algorithm, a test dataset composed of 76 acceleration records of 28 earthquakes occurring in the Mexican subduction zone from 2014 to 2017 was selected. The magnitude of these 28 earthquakes ranges from $4.8 < M_w < 7.3$. Because of the short time span of the test data available, there are only three earthquakes with $M_w > 6$.

Based on expressions (4) and (5), the mean absolute error of the estimated magnitude was $m_{\text{error}} = 0.5$, with a standard deviation $\sigma_{\text{error}} = 0.38$. Thus, the resulting algorithm predicted the magnitude $m(t_S-t_P)$ of the test earthquakes within the prescribed error tolerance of $\pm 0.5$. Considering an error tolerance of $\pm 0.5$ and $\pm 1.0$ in the magnitude estimation, the success rate was 70% and 93%, respectively. The magnitude estimated by the $t_S-t_P$ algorithm of the test data is compared with the catalog magnitude in Figure 7 and Table S2.

In the case of the two largest earthquakes in the test dataset, 18 April 2014 ($M_w 7.3$) and 8 May 2014 ($M_w 6.5$), the two strong-motion stations closest to the epicenter estimated the magnitude within an error of $\pm 0.5$. The largest errors in magnitude estimation are in stations that are far from the epicenter. However, these other stations, although they are not at an ideal epicentral distance for the algorithm, lie within the established distance range. Thus, they were included for completeness and transparency in the tests.

Performance Evaluation of the $t_S-t_P$ Algorithm on Mexican Subduction Earthquakes $M_w > 4.7$ from 1985 to 2017

Iglesias et al. (2007) and Suárez et al. (2009) pointed out the difficulties of the $2(t_S-t_P)$ algorithm of correctly identifying the magnitude in the narrow bins prescribed by the Mexico City authorities to issue preventive alerts ($5.5 < M_w < 6.0$). To avoid this problem of estimating magnitude within very narrow bins, we propose a single earthquake early warning criterion: $M_w \geq 5.8$.

The activation criterion traditionally used by SASMEX to minimize spurious signals (Espinosa-Aranda et al., 1995) requires that two nearby sensors confirm that the magnitude estimate on both is above the prescribed threshold to issue an alert. To test the alerting robustness of the $t_S-t_P$ algorithm using a dataset with a broader range of magnitudes, we use the 89 earthquakes from 1985 to 2017 that meet the criterion of having accelerograms within epicentral distances of...
therefore, had a very unfavorable distribution of strong motion stations and, prior to the installation of the new SASMEX stations and, the magnitude of the algorithm, with both strong-motion stations lie at the limit of the design criteria of the algorithm, with the robustness of the proposed algorithm of discrimination. From these results, it may be concluded that, even under unfavorable distribution of strong-motion stations, the $t_S-t_P$ algorithm is a reliable tool to issue alerts in a short time span based only on the $P$-wave coda. It is clear that with better seismic coverage, the $t_S-t_P$ algorithm would have a better performance than the one reported here.

**Performance of $M_w$ 6 South Napa Earthquake**

The South Napa earthquake is an ideal example of a shallow crustal earthquake that occurs close to important urban areas where the $t_S-t_P$ algorithm can be tested. Several instruments from the Center for Engineering Strong Motion Data (CESMD) recorded the South Napa earthquake of 24 August 2014 ($M_w$ 6) at relatively close distances. The NHC-Huichica Creek and the 68150-Napa College strong-motion stations are the closest to the epicenter and were the first to record the earthquake. They are located 3.9 and 6.4 km away from the epicenter, respectively (Fig. 8).

The application of the $t_S-t_P$ algorithm on the NHC-Huichica Creek seismic record results in a magnitude $m(t_{S-t_P})$ 6.2 with a processing time of 2.02 s. The second seismic record in 68150-Napa College processed the algorithm parameters in 2.08 s and estimated a magnitude $m(t_{S-t_P})$ 6.5 (Table S3). Based on these two stations, which are the closest to the epicenter, an earthquake early warning would have been broadcast ~2 s after the arrival of the $P$ wave (Fig. 9). Considering that the strong shaking coincides generally with the arrival of the $S$ waves, the warning time in Berkeley would have been ~10 s, prior to the arrival of the $S$ wave, as measured on the C007-Forest Lane strong-motion station.
record (Figs. 7 and 8). In the case of San Francisco, the warning time would have been 12 s prior to the arrival of strong shaking, based on the $S$-wave arrival at the J056-Golden Gate Avenue station (Fig. 8).

It is interesting to compare the warning times reported by ShakeAlert to those obtained by the $t_S-t_P$ algorithm. The warning time reported for the Napa earthquake based on ShakeAlert was 5 s prior to the arrival of the $S$ waves in Berkeley (Allen et al., 2014; Grapenthin et al., 2014a,b). As a result of this process, the $t_S-t_P$ algorithm would almost double the early warning time. A similar result is obtained in San Francisco, where a warning time of 12 s would allow the implementation of basic civil protection procedures.

Summary and Conclusions

The recent expansion of SASMEX created the demand for possible early earthquake warnings for cities that lie close to the seismic zones. In these cases, the $2(t_S-t_P)$ algorithm, traditionally used by the Mexican seismic early warning system, would shorten the warning time. The purpose of deriving a fast algorithm is to rapidly issue early warnings to cities that lie at distances of a few tens of kilometers from the epicenter. Although the warning time may be of only a few seconds, it may help in establishing rapid and automated civil protection measures.

The proposed $t_S-t_P$ algorithm reduces the time needed to estimate the magnitude in half, making use of two parameters measured from the vertical component: the logarithm of the maximum acceleration $\ln(a(t_S-t_P))$ and the logarithmic cumulative quadratic acceleration $\ln(\text{SA}(t_S-t_P))$. Based on a linear regression model that maps $\text{SA}(t_S-t_P)$ and $\ln(a(t_S-t_P))$ to $M_w$, a magnitude $m(t_S-t_P)$ is estimated. The construction of the algorithm makes use of a supervised machine learning process that linearizes piecewise the relation between maximum and cumulative acceleration and the magnitude.

The algorithm was derived using a training dataset composed of 324 accelerograms that correspond to 101 earthquakes occurring between 1985 and 2013 (Table S1).
The mean absolute error is $m_{\text{error}} = 0.32$, within the accepted error tolerance of ±0.5. In other words, considering an error tolerance of ±0.5 and ±1.0 in the magnitude estimation, the success rate was 85% and 96%, respectively.

The test dataset was based on 28 earthquakes occurring in the subduction zone from 2014 to 2017. The results of this test on 76 accelerograms results in the absolute mean error of 0.5. The test dataset had never been seen by the algorithm. Assuming error tolerances of ±0.5 and ±1.0 in the magnitude estimation, the success rate was 70% and 93%, respectively.

A test on the performance of $t_S-t_P$ algorithm as a warning tool was conducted using 89 earthquakes in the Mexican subduction zone that met the criteria of having two strong-motion records of nearby stations to issue a seismic warning to avoid false alerts. The results show that 79 earthquakes, out of the 89 tested, were correctly classified as being above or below the magnitude threshold $M_w$ 5.8. The magnitude of six events was overestimated and four were underestimated. This represents a success rate of 89%.

Admittedly, if the detection of the $S$ phase is late, the value of $\max(a(t_S-t_P))$ would increase and, as a result, the magnitude would be overestimated. However, $\max(a(t_S-t_P))$ is measured on the vertical channel, where normally the amplitude of the $S$ waves is smaller relative to the horizontal components, which are not incorporated in the algorithm. Nevertheless, using two stations to issue the alert would help avoid this situation, as shown in Table S2.

Clearly, now that the seismic coverage is substantially better along the subduction zone (Fig. 1), the magnitude estimations will tend to improve. It is important to underline that in the implementation of this algorithm in the earthquake early warning system, new relevant data will be systematically incorporated as part of the process of an effective learning machine.

The $t_S-t_P$ algorithm was also tested on the 24 August 2014 Napa earthquake. The results for a hypothetical earthquake early warning for the Napa earthquake show that the $t_S-t_P$ algorithm would have identified the event as having $M_w > 5.8$ at both stations within 2 s after the arrival of the $P$ phase. This would have given a warning time of $\sim 10$ s in the city of Berkeley prior to the arrival of the $S$ waves. In the case of San Francisco, the warning time would have been $12$ s.

Early seismic warning algorithms face the challenge of reducing the processing time needed to identify earthquakes and discriminating a magnitude threshold with a high degree of confidence to make a decision on issuing a seismic alert. In this respect, the results of the $t_S-t_P$ algorithm proposed here are encouraging for regions with large population centers close to seismic zones. Although the warning time would be only a few seconds, well-designed protocols could activate a civil protection response designed to mitigate damage and loss of life.

Data and Resources

Accelerograms from the Mexican Seismic Alert System (SASMEX) stations were provided by the Centro de Instrumentación y Registro Sísmico (Cieres) with the authorization of the Instituto para la Seguridad en las Construcciones del Distrito Federal in Mexico City and the Coordinación Estatal de Protección Civil de Oaxaca, Oaxaca state. Strong-motion data for the Mexican subduction earthquakes are from the webpage of the Instituto de Ingeniería of the Universidad Nacional Autónoma de México (UNAM) https://aplicaciones.ingen.unam.mx/AcelerogramasRSM/ (last accessed September 2017). Data from the Global Centroid Moment Tensor Project are from http://www.globalcmt.org/CMTsearch.html (last accessed September 2017).
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